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Considered is a system of linear differential equations with periodic coefficients and with after-effect (with time lag). The study of this type of systems is of interest in particular to persons working with automatic control systems.

The investigation is based on methods for treating equations with time lag in the function space $C_{-T 0}$ of continuous functions proposed by Krasovskii [1,2].

It is shown that the spectrum of the operator of the monodrome $U\left(\omega, t_{0}\right)$ does not depend on $t_{0}$ and determines the asymptotic stability or instability of the motion $x=0$. A conjugate system of differential equations with time advance and with periodic coefficients is constructed. An explicit expression is given for the first integrals of the considered system (1.1) by means of the solution of the conjugate system. An explanation is given for the connection between the spectra of the operators of the monodrome of the original and conjugate systems; an analytic form of the characteristic vectors and particular solutions of these systems is obtained, which can be continued over the entire time-axis from $-\infty$ to $+\infty$.

It is shown that in the space of continuous functions $C_{-T 0}$, in which the solutions of the system (1.1) are considered, there can be found a finite-dimensional basis, periodic in $t$, on which the motion of the system (1.1) is described by a system of ordinary differential equations
with constant coefficients. In the complementary subspace, the norm of every solution decreases as an exponential function with sufficiently high exponent because the spectral radius of the operator of the monodrome can be made as small as one pleases. The last circumstance has application in the theory of the stability of oscillations, as well as in problems on optimal control in systems with delay.

1. Let us consider a system of differential equations with delay of the type

$$
\begin{equation*}
\frac{d x_{s}(t)}{d t}=F_{s}\left(t, x_{1}(t+\vartheta), \ldots, x_{n}(t+\vartheta)\right) \tag{1.1}
\end{equation*}
$$

Here
$F_{z}\left(t, x_{1}(\vartheta), \ldots, x_{n}(\hat{v})\right)=\sum_{j=1}^{n} \sum_{s=1}^{k} p_{s j \varepsilon}(t) x_{j}\left(-\tau_{s}\right)+\sum_{j=1}^{n} \int_{-\tau}^{0} f_{s j}(t, \xi) x_{j}(\xi) d \xi$
The periodic continuous functions $p_{\text {sjo }}(t)$ of time are of period $\omega$. The functions $f_{s j}(t, \xi)$ are continuous in $t$ and in the region $-T \leqslant \xi \leqslant 0$, $-\infty<t<+\infty$; they are periodic in $t$ of period $\omega$; $\tau_{\sigma}$ is the delay of the system.

Let us denote by $x\left(\phi(\vartheta), t_{0}, t\right)$ the solution of the system (1.1) with the initial function $\varphi(\vartheta)=\left\{\varphi_{s}(\vartheta), s=1, \ldots, n ;-T \leqslant \vartheta \leqslant 0\right\}$.

A segment of the trajectory $x\left(\phi(\vartheta), t_{0}, t+\vartheta\right)$ will be considered to be an element of the solution of the system (1.1). Thus, to the system of equations (1.1) in the function space $C_{-T 0}$ of continuous functions on the interval $(-\tau, 0)$ with norm $\|x(\hat{\theta})\|_{-T 0}=\sup \left(\left|x_{1}(\vartheta)\right|\right.$, $\ldots,\left|x_{n}(\vartheta)\right|,(-\tau \leqslant \vartheta \leqslant 0)$ there will correspond a system of "ordinary" differential equations with an operator type right-hand side

$$
\begin{equation*}
\frac{d x_{t}(\vartheta)}{d t}=P(t) x_{t}(\vartheta) \quad(\Delta t>0) \tag{1.2}
\end{equation*}
$$

where $x_{t}(\hat{\vartheta})=x(t+\hat{\vartheta})=\left\{x_{s}(t+\hat{\vartheta}), s=1, \ldots, n\right\}$, while the operator $P(t)$ is defined in the following way

$$
P(t) x(v)=
$$

$=\left\{\frac{d x_{k}(\theta)}{d \theta}\right.$ when $\tau \leqslant \theta<0, F_{k}\left(t, x_{1}(\vartheta), \ldots, x_{n}(\vartheta)\right)$ when $\left.\theta=0, k=1, \ldots, n\right\}$
For a fixed $t>t_{0}$, an element of the solution $x_{t}(\theta)=x\left(\phi(\theta), t_{0}\right.$, $t+\vartheta)$ can be considered to be an image of the element $\varphi(\vartheta) \in C_{-т 0}$ under some mapping

$$
\begin{equation*}
x_{t}(\vartheta)=T\left(t, t_{0}\right) \varphi(v) \quad\left(t \geqslant t_{0}\right) \tag{1.4}
\end{equation*}
$$

with the operator $T\left(t, t_{0}\right) ; T\left(t_{0}, t_{0}\right)=J$ is the identity operator

$$
J x(\theta) \equiv x(\theta), \quad T\left(t, t_{0}\right) \varphi(\theta)=x\left(\varphi(\theta), t_{0}, t+\theta\right)
$$

We shall note some basic properties of the operator $T\left(t, t_{0}\right)$.

1. The operator $T\left(t, t_{0}\right)$ is linear.
2. The operator $T\left(t, t_{0}\right)$ has the property of a semi-group. For every $t$ and $t_{1}$ it is true that

$$
\begin{equation*}
T\left(t+t_{1}, t_{0}\right)=T\left(t_{1}+t, t\right) T\left(t, t_{0}\right) \quad\left(t_{1}>0, t>t_{0}\right) \tag{1.5}
\end{equation*}
$$

3. The operator $T\left(t, t_{0}\right)$ satisfies the condition

$$
\begin{equation*}
T\left(t+\omega, t_{0}\right)=T\left(t, t_{0}\right) T\left(t_{0}+\omega, t_{0}\right) \quad\left(t>t_{0}\right) \tag{1.6}
\end{equation*}
$$

Since the system (1.2) depends in a periodic way on time $t$, it follows that

$$
x_{t+\omega}(\vartheta)=x\left(\varphi(\vartheta), t_{0}, t+\omega+\vartheta\right)
$$

is a solution of the system (1.2), and, when $\boldsymbol{\vartheta}=0$, also of the system (1.1).

But then one can find an element $\varphi^{*}\left(\theta_{1}\right)$ of the space $C_{-\tau 0}$ such that $x_{t+\omega}=x\left(\varphi^{*}(\theta), t_{0}, t+\theta\right), x\left(\phi(\theta), t_{0}, t_{0}+\omega+\theta\right)=\phi^{*}(\theta)$. We thus have

$$
\begin{gathered}
\varphi^{*}(\theta)=T\left(t_{0}+\omega, t_{0}\right) \varphi(\theta), \quad x_{t+\infty}=T\left(t, t_{0}\right) \varphi^{*}(\theta) \\
x_{t+\omega}(\theta)=T\left(t+\omega, t_{0}\right) \varphi(\theta)
\end{gathered}
$$

This implies (1.6).
4. Setting $t_{1}=\omega$ in (1.5) and taking into consideration (1.6), we obtain

$$
\begin{equation*}
T\left(t, t_{0}\right) T\left(t_{0}+\omega, t_{0}\right)=T(t+\omega, t) T\left(t, t_{0}\right) \tag{1.7}
\end{equation*}
$$

In view of (1.5) and (1.7) we have also

$$
\begin{gathered}
x_{t+\omega}(\theta)=T(t+\omega, t) x_{t}(\theta)=T(t+\omega, t) T\left(t, t_{0}\right) \varphi(\theta)= \\
=T\left(t, t_{0}\right) T\left(t_{0}+\omega, t_{0}\right) \varphi(\theta)=T\left(t, t_{0}\right) T\left(t_{0}+\omega, t_{0}\right) T^{-1}\left(t, t_{0}\right) x_{t}(\theta) \\
T^{-1}\left(t, t_{0}\right) x_{t}(\theta)=\varphi(\theta)
\end{gathered}
$$

Whence,

$$
\begin{equation*}
x_{t+\omega}(\theta)=T\left(t, t_{0}\right) T\left(t_{0}+\omega, t_{0}\right) T^{-1}\left(t, t_{0}\right) x_{t}(\theta) \tag{1.8}
\end{equation*}
$$

5. Let $t=n \omega+t^{*}, t_{0} \leqslant t^{*} \leqslant t_{0}+\omega$, where $n$ is a positive integer. Applying formula (1.6) $n$ times, we obtain

$$
\begin{equation*}
T\left(t, t_{0}\right)=T\left(t^{*}, t_{0}\right) T^{n}\left(t_{0}+\omega, t_{0}\right) \tag{1.9}
\end{equation*}
$$

The operator $T\left(t_{0}+\omega, t_{0}\right)$ will play an important role in what follows.* Below we shall denote this operator by the symbol $U\left(\omega, t_{0}\right)$.
2. The operator $U\left(\omega, t_{0}\right)=T\left(t_{0}+\omega, t_{0}\right)$ is completely continuous on the linear normed space $C_{- \text {to }}$ of continuous functions because it is bounded in view of (27.12) [1], and it transforms continuous functions $x(\vartheta) \in C_{-T 0}$ into uniformly continuous functions ([1], page 226, Vol.25, No.1). Let us consider the equation

$$
\begin{equation*}
\left(\dot{U}\left(\omega, t_{0}\right)-\rho J\right) x(v)=0 \tag{2.1}
\end{equation*}
$$

Here $J$ is the identity operator, $\rho$ is a complex number, and $x(\vartheta) \in C_{-\tau 0}$. Since the operator $U\left(\omega, t_{0}\right)$ is completely continuous, equation (2.1) may have non-trivial solutions for a denumerable set of values of $p_{j}$. These values are called characteristic numbers of the operator $U\left(\omega, t_{0}\right)$. For each $\rho_{j}$ equation (2.1) has a finite number $n_{j}$ of linearly independent characteristic vectors $x^{(j)}(\vartheta)$ of the operator $U\left(\omega, t_{0}\right)$. There exists a number $n_{0}$, which is independent of the number $j$, such that $n_{j} \leqslant n_{0}$. The characteristic numbers $\rho_{j}(j=1,2, \ldots)$, and the point $\rho=0$ constitute the spectrum of the operator $U\left(\omega, t_{0}\right)$. In the region $|p| \geqslant r$ (where $r$ is an arbitrary positive number) there exist only a finite number of characteristic numbers of the operator $U\left(\omega, t_{0}\right)$ (see [4]).

Theorem 2.1. The spectrum $\left\{\rho_{j}\right\}$ of the operator $U\left(\omega, t_{0}\right)$ does not depend on $t_{0}$. The characteristic vectors $x_{t}{ }^{(j)}(\vartheta), x_{t}{ }_{0}^{(j)}(\vartheta)$ of the operators $U(\omega, t)$ and $U\left(\omega, t_{0}\right)$ that correspond to the characteristic number $\rho_{j}$ are connected by the relations

$$
\begin{equation*}
x_{t}{ }^{(j)}(\vartheta)=T\left(t, t_{0}\right) x_{t_{0}}^{(j)}(\vartheta), x_{t_{0}}^{(j)}(\vartheta)=T^{-1}\left(t, t_{0}\right) x_{t}^{(j)}(\vartheta) \tag{2.2}
\end{equation*}
$$

and $x_{t}{ }^{(j)}(v)$ has the form

[^0]\[

$$
\begin{equation*}
x_{t}^{(j)}(\vartheta)=p_{j}^{\frac{t+\theta}{\omega}} u_{j}(t+\theta) \tag{2.3}
\end{equation*}
$$

\]

where $u_{j}(t+\boldsymbol{\theta})$ is a periodic vector-function of period $\omega$ in $t$; the function $x_{t}{ }^{(j)}(\vartheta)$ satisfies the system (1.2) not only when $t>t_{0}$ but also when $t<t_{0}$.

Proof. Let $x_{t_{0}}{ }^{(j)}(\theta)$ be a characteristic vector of the operator $U\left(\omega, t_{0}\right)$ ( $t_{0}$ is arbitrary) which corresponds to the number $\rho_{j}$. The following identity is valid

$$
\begin{equation*}
\left(U\left(\omega, t_{0}\right)-p_{i} J\right) x_{t_{0}}{ }^{(j)}(\theta) \equiv 0 \tag{2.4}
\end{equation*}
$$

Applying the operator $t\left(t, t_{0}\right), t>t_{0}$, to the left and right sides of the identity (2,4), and taking into account (1.7), we obtain the identity

$$
\begin{equation*}
U(\omega, t) T\left(t, t_{0}\right) x_{i_{\mathrm{s}}}^{(j)}(\theta) \equiv \rho_{j} T\left(t, t_{0}\right) x_{t_{\mathrm{o}}}^{(j)}(\theta) \tag{2.5}
\end{equation*}
$$

From (2.5) it follows that $\rho_{j}$ will be a characteristic number, and $x_{t}{ }^{(j)}(\theta)=T\left(t, t_{0}\right) x_{t_{0}}^{(j)}(\theta)$ a characteristic vector, also of the operator $U(\omega, t), t>t_{0}$. The function

$$
x_{i}^{(j)}(\theta)=T\left(t_{,}, t_{0}\right) x_{i_{0}}^{(j)}(\theta)
$$

with $t>t_{0}$, will also be a solution of the system (1.2). Taking into account (1.7) and (1.8) we obtain from (2.5)

$$
\begin{equation*}
x_{i+\omega}^{(j)}(\theta)=p_{i} x_{i}^{(j)}(\theta) \quad\left(t>t_{0}\right) \tag{2.6}
\end{equation*}
$$

Formula (2.6) implies formula (2.3) when $t>t_{0}$. It is, however, easy to notice that $x_{t}{ }^{(j)}(\forall)$, determined by the formula (2.3) when $t<t_{0}$, also satisfies the system (2.1). Assuming that $t_{1}=t+l \omega>t_{0}$ ( $l$ an integer) we find that $x_{t_{1}}{ }^{(j)}(\theta)$ satisfies the system (1.2), where $t$ is replaced by $t_{1}$. Taking into account the periodicity of $P(t)$ and $\left.x_{t}{ }^{(j)}(\vartheta)=x_{t}+l \omega\right)(\vartheta)=\rho_{j}{ }^{l \omega_{t}}{ }^{(j)}(\hat{j})$, one can verify that the function ${ }_{x_{t}}{ }^{(j)}(\vartheta)$, determined by formula (2.3), satisfies equation (1.2) when $t<t_{0}$.

Let us suppose that $x_{t_{1}}{ }^{*}(\vartheta)$ is a characteristic vector, $P^{*}$ is a characteristic number of the operator $U\left(\omega, t_{1}\right)$. while $x_{t}(\theta)$ is a solution of the system (1.2) with the initial function $x_{t_{1}}(\boldsymbol{\vartheta})$ at the time $t_{1}$. This solution can be continued over the entire real axis $t$. Hence
one can find a function $x_{t_{0}}{ }^{*}(\vartheta)$ such that $x_{t_{0}}{ }^{*}\left(\hat{)}=T^{-1}\left(t, t_{0}\right) x_{t}^{*}(\vartheta)\right.$. Taking into account the last formula and (1.7) we obtain, from the identity $U\left(\omega, t_{1}\right) x_{t_{1}}{ }^{(\vartheta)} \equiv \rho^{*} x_{t_{1}}{ }^{(\theta)}$, the identity $U\left(\omega, t_{0}\right) x_{t_{0}}{ }^{*}(\vartheta) \equiv$ $\rho^{*} x_{t_{0}}{ }^{*}(\theta)$.

Thus, the spectrum of the operator $U\left(\omega, t_{0}\right)$ is independent of $t_{0}$, and the formulas (2.2) and (2.3) are valid.

The system of equations (1.2) has in general a denumerable number of particular solutions defined on the entire axis of time $t$. Let us assume that $\rho=\rho^{*}$ is such that the equation

$$
\left(U\left(\omega, t_{0}\right)-\rho^{*} J\right)^{k} x(\vartheta) \equiv 0
$$

has a nontrivial solution. Then the system of equations (1.2) will possess a solution of the form

$$
\frac{(t+\vartheta)^{k-1}}{(k-1)!} u_{1}(t+\vartheta)+\frac{(t+\vartheta)^{k-2}}{(k-2)!} u_{2}(t+\vartheta)+\ldots+u_{k}(t+\vartheta)
$$

where $u_{1}(t+\boldsymbol{\vartheta}), \ldots, u_{k}(t+\vartheta)$ are vector-functions of period $\omega$ in $t$.
3. We suppose now that all the characteristic numbers $\rho$ satisfy the condition $\left|\rho_{j}\right|<1$. It is known [3] that the spectral radius $r_{u}$ of the operator $U\left(\omega, t_{0}\right)$ is determined by the formula

$$
r_{u}=\lim \left\|U^{n}\left(\omega, t_{0}\right)\right\|^{1 / n} \quad \text { on }[-\tau 0] \quad \text { when } n \rightarrow \infty
$$

Therefore, there exists a number $l$ such that

$$
\left\|U^{l}\left(\omega, t_{0}\right)\right\|_{-\tau 0}^{1 / l}=q<1 \quad \text { on }[-\tau, 0]
$$

Let $\left\|T\left(t, t_{0}\right)\right\|<K$ on the interval $[-\tau, 0]$ when $t_{0} \leqslant t \leqslant t_{0}+\omega l$, $t=\omega l \sigma+t^{*}, t_{0} \leqslant t^{*} \leqslant t_{0}+\omega l$. Then it follows from (1.9) that

$$
\begin{equation*}
\left\|T\left(t, t_{0}\right)\right\|<\left\|T\left(t^{*}, t_{0}\right)\right\|, \quad\left\|U^{l}\left(\omega, t_{0}\right)\right\|^{\sigma}<K q^{\sigma} \tag{3.1}
\end{equation*}
$$

The following inequality now applies

$$
\begin{equation*}
\left\|T\left(t, t_{0}\right)\right\|_{-\tau 0}<K e^{-\alpha\left(t-\ell_{0}\right)} e^{\alpha \omega l} \quad\left(\alpha=-\frac{\log q}{\omega}\right) \tag{3.2}
\end{equation*}
$$

for all $t>t_{0}, r_{u}<q<1$. Every solution of the system (1.1) decreases in norm faster than the exponents in (3.2). The motion $x=0$ is asymptotically stable. If among the characteristic numbers $\rho_{j}$ of the operator $U\left(\omega, t_{0}\right)$ there exists one whose modulus is greater than one, then the motion $x=0$ is unstable. Among the solutions of the system (1.1) there
will exist some that increase unboundedly when $t \rightarrow \infty$.
4. Along with the system (1.1) we shall consider also a "conjugate" system of differential equations with an advance in time of the form

$$
\begin{equation*}
\frac{d y_{s}(t)}{d t}=-F_{*}^{*}\left(t, y_{1}(t+\vartheta), \ldots, y_{n}(t+\theta)\right) \quad(s=1, \ldots, n) \tag{4.1}
\end{equation*}
$$

Here,
$F_{*}^{*}\left(t, y_{1}(\vartheta), \ldots, y_{n}(\vartheta)\right)=\sum_{j=1}^{n} \sum_{\varepsilon=1}^{k} p_{j s t}(t+\tau) y_{j}\left(\tau_{s}\right)+\sum_{j=1}^{n} \int_{-\tau}^{0} f_{j s}(t-\xi, \xi) y_{j}(-\xi) d \xi$
The functions $p_{s j \sigma}(t), f_{i s}(t, \xi)$ are the same as in the system (1.1). The system of equations (4.1) plays the part of a conjugate system in the theory of linear differential equations with periodic coefficients.

Let us denote by $y\left(y_{0}(\theta), t_{0}, t\right)$ the solution of the system (4.1), when $t<t_{0}$, with the initial function $y_{0}(\theta), \tau \geqslant \theta \geqslant 0$ for $t=t_{0}$. In the nature of an element of a solution we shall consider a section (segment) of the trajectory on the interval $[t+\tau, t] y\left(y_{0}(\vartheta), t_{0}\right.$, $t+\boldsymbol{\vartheta}$ ). To the system of equations (4.1) in the function space $C_{-T 0}$ of continuous functions $y(\theta)$ on the interval $\tau \geqslant \theta \geq 0$ with the norm $\|y(\vartheta)\| \sup \left(\left|y_{1}(\theta)\right|, \ldots,\left|y_{n}(\theta)\right|, T \geqslant \theta \geqslant 0\right)$, there will correspond now a system of "ordinary" differential equations with an operator-type right hand side

$$
\begin{equation*}
\frac{d y_{t}(\theta)}{d t}=-P^{*}(t) y_{t}(\theta) \quad(\Delta t<0) \tag{4.2}
\end{equation*}
$$

where

$$
y_{1}(\psi)=y(t+\boldsymbol{\theta})=\left\{y_{s}(t+\boldsymbol{\vartheta}), \quad \tau \geqslant \theta \geqslant 0, s=t, \ldots, n\right\}
$$

The operator $P^{*}(t)$ is defined in the following way

$$
\begin{gathered}
-p^{*}(t) y(\vartheta)= \\
=\left\{\frac{d y_{k}(\vartheta)}{d \theta} \text { when } \tau \geqslant \vartheta>0,-F_{k}^{*}\left(t, y_{1}(\theta), \ldots, y_{n}(\vartheta)\right), \quad \theta=0, k=1, \ldots, n\right\}
\end{gathered}
$$

For a fixed $t\left(t<t_{0}\right)$ the element of the solution $y_{t}(\hat{\theta})=y\left(y_{0}(\theta)\right.$, $\left.t_{0}, t+\boldsymbol{\theta}\right)(r \geqslant \theta \geqslant 0)$ of the system (4.2) can be considered as an image of the element $y(\hat{v})$ for some mapping

$$
\begin{equation*}
y_{t}(\vartheta)=T^{*}\left(t, t_{0}\right) y_{0}(v) \quad\left(t<t_{0}\right) \tag{4.3}
\end{equation*}
$$

with the operator $T^{*}\left(t, t_{0}\right) ; T^{*}\left(t_{0}, t_{0}\right)=J$, where $J$ is the identity operator; $T^{*}\left(t, t_{0}\right) y_{0}(\vartheta)=y\left(y_{0}(\vartheta), t_{0}, t+\vartheta\right), t<t_{0}$. Let us form the operator

$$
\begin{equation*}
T^{*}\left(t_{0}-\omega, t_{0}\right)=U^{*}\left(\omega, t_{0}\right) \tag{4.4}
\end{equation*}
$$

where $\omega$ is the period of the system (1.1). The operator $U^{*}\left(\omega, t_{0}\right)$ is completely continuous and plays the same role for the system (4.1) as the operator $U\left(\omega, t_{0}\right)$ plays for the system (1.1). The operators $T^{*}\left(t, t_{0}\right)$ and $U^{*}\left(t, t_{0}\right)$ have the same properties as the operators $T$ and $U$ mentioned in Sections 1 to 3 , except for the direction of decrease of time. This latter fact is obvious since, if one replaces $t$ by $-t$, the system (4.1) goes over into a system with time delay of the type (1.1). In particular, to every characteristic number $p_{j}$ of the operator $U^{*}\left(\omega, t_{0}\right)$ there corresponds a solution of the system (4.1) which can be continued over the entire real axis of $t(-\infty,+\infty)$.
5. Let us introduce the notation

$$
\begin{align*}
(x(\vartheta), y(\vartheta), t) & =\sum_{j=1}^{n} x_{j}(0) y_{j}(0)+\sum_{j=1}^{n} \sum_{l=1}^{n} \sum_{\sigma=1}^{n} \int_{0}^{\tau_{s}} x_{l}\left(\xi-\tau_{s}\right) y_{j}(\xi) p_{j l a}(t+\xi) d \xi- \\
& -\sum_{j=1}^{n} \sum_{l=1}^{n} \int_{-\tau}^{0}\left[\int_{-\theta}^{0} x_{l}(\xi+\vartheta) y_{j}(\xi) f_{j l}(\xi+t, \vartheta) d \xi\right] d \vartheta  \tag{5.1}\\
\text { Here } \quad x(\vartheta) & =\left\{x_{s}(\vartheta),-\tau \leqslant \vartheta \leqslant 0\right\}, \quad y(\vartheta)=\left\{y_{s}(\vartheta), \tau \geqslant \vartheta \geqslant 0\right\} .
\end{align*}
$$

By direct computation we obtain in view of the system (1.2) and (4.2) the identity
$(P(t) x(\theta), y(\theta), t)+\left(x(\theta),-P^{*}(t) y(\vartheta), t\right) \equiv-\frac{\partial(x(\theta), y(\theta), t)}{\partial t}$
From the identity (5.2) it follows that for every particular solution $y_{t}(\sqrt{ })$ of the system (4.1), which is extendable in the direction of increasing time $t\left(t \geqslant t_{0}\right)$, the expression

$$
\begin{equation*}
\left(x_{i}(\theta), y_{i}(\vartheta), t\right)=C \tag{5.3}
\end{equation*}
$$

will be a first integral of the system (1.1) and (1.2) since for any solution $x_{t}(\vartheta)$ of the systems (1.1) the expression in (5.3) will be constant. From (5.3) we have for the mentioned solutions $x_{t}(\vartheta)$ and $y_{t}(\boldsymbol{\vartheta})$ the equation

$$
\begin{gathered}
\left(x_{t+\omega}(\vartheta), y_{t+\omega}(\vartheta), t\right)-\left(x_{t}(\theta), y_{t+\omega}(\vartheta), t\right)=\left(x_{t}(\vartheta), y_{t}(\vartheta), t\right)-\left(x_{t}(\vartheta), y_{t+\omega}(\vartheta), t\right) \\
\left(U(\omega, t) x_{t}(\vartheta), \rho^{-1} y_{t}(\vartheta), t\right)=\left(x_{t}(\theta), U^{*}(\omega, t) \mathrm{p}^{-1} y_{t}(\vartheta), t\right)
\end{gathered}
$$

Thus, for any characteristic element $y(\vartheta)$ of the operator $U^{*}\left(\omega, t_{0}\right)$ and for any $x(\vartheta) \in C_{-\tau 0}$, we have the identity

$$
\begin{equation*}
(U(\omega, t) x(\vartheta), y(\vartheta), t)==\left(x(\vartheta), U^{*}(\omega, t) y(\vartheta), t\right) \tag{5.4}
\end{equation*}
$$

Theorem 5.1. The characteristic numbers $\left\{\rho_{j}\right\}$ and $\left\{\rho_{j}{ }^{*}\right\}$ of the operators $U\left(\omega, t_{0}\right)$ and $U^{*}\left(\omega, t_{0}\right)$ are the same $\left(\rho_{j}=\rho_{j}^{*}, j=1,2, \ldots\right)$.

Proof. Let $p^{*}$ be a characteristic number of the operator $U^{*}\left(\omega, t_{0}\right)$. We shall show that this number is also a characteristic number of the operator $U\left(\omega, t_{0}\right)$. For this it is sufficient to show that the equation $\left(U\left(\omega, t_{0}\right)-\rho^{*} I\right) x(\theta)=0$ has a nontrivial solution. Let us assume the opposite, that the latter operator does not vanish identically for any $x(\theta) \in C_{-T 0}\left(x(\forall)\right.$ different from zero). Suppose that to the number $\rho^{*}$ there corresponds a particular solution of the system (4.1):

$$
\mathrm{P}^{*+\theta} v(t+\vartheta)
$$

Making use of (5.3) or (5.4), we find that for every $x(\theta)$ the following condition holds:

$$
\begin{equation*}
\left(\left(u\left(\omega, t_{0}\right)-\mathrm{p}^{*} J\right) x(\theta), \mathrm{p}^{*-\left(t_{0}+\theta\right) / \omega} v\left(t_{0}+\vartheta\right), t_{0}\right)=0 \tag{5.5}
\end{equation*}
$$

Thus, the operator $\left(U\left(\omega, t_{0}\right)-p^{*} J\right)$ has for its range of values a subspace $\Lambda$ of the space $C_{-T 0}$ :

$$
\begin{equation*}
\left(x(\theta), \rho_{j}^{*-\left(t_{0}+\theta\right) / \omega} v\left(t_{0}+\theta\right), t_{0}\right)=0 \tag{5.6}
\end{equation*}
$$

On this subspace $\Lambda$ (5.6), we consider the equation

$$
\begin{equation*}
\left(U\left(\omega, t_{0}\right)-\rho^{*} J\right) x(\theta)=x^{*}(\theta) \tag{5.7}
\end{equation*}
$$

where $x^{*}(\hat{\theta})$ is an arbitrary element of $\Lambda$. In order that the equation (5.7) may be solvable for any $x^{*}(\theta) \in \Lambda$, it is sufficient that the homogeneous equation have a unique solution $x(\theta) \equiv 0$ on $\Lambda$ [4] (Theorem 2, page ...). In view of the hypothesis made earlier, the equation (5.7) has a single solution and it belongs to $\Lambda$.

Let us next select an arbitrary element $X(\vartheta) \notin \Lambda$. We consider the element $x(\theta)=z(\theta)+X(\theta)$, where $z(\theta) \in \Lambda$ satisfies the equation

$$
\left(U\left(\omega, t_{0}\right)-\mathrm{p}^{*} J\right) z(\theta)=-\left(U\left(\omega, t_{0}\right)-\mathrm{\rho}^{*} J\right) X(\vartheta)
$$

The last equation is solvable by hypothesis. But then $z(\theta)+X(\theta)$ is a characteristic element of the operator $U\left(\omega, t_{0}\right)$ corresponding to the number $\rho^{*}$. Therefore, $\rho^{*}$ is characteristic number of the operator
$U\left(\omega, t_{0}\right)$.
In an analogous manner one can show that the converse is also true. The theorem has thus been proved.

Furthermore, one can show that the cardinal numbers of the sets of roots of the equations

$$
\begin{equation*}
\left(U\left(\omega, t_{0}\right)-\rho J\right)^{k} x(\vartheta)=0, \quad\left(U^{*}\left(\omega, t_{0}\right)-\rho J\right)^{k} y(\vartheta)=0 \tag{5.8}
\end{equation*}
$$

are the sane if $k$ is any positive integer.
Let us consider the equation

$$
\begin{equation*}
\left(U\left(\omega, t_{0}\right)-\rho J\right) x(\vartheta)=b(\vartheta) \quad\left(b(\vartheta) \in C_{-\tau_{0}}\right) \tag{5.9}
\end{equation*}
$$

where $\rho$ is a complex number.
If $\rho$ is not a characteristic number of the operator $U\left(\omega, t_{0}\right)$, then the equation (5.9) has a unique solution. If $p$ is a characteristic number of the operator $U\left(\omega, t_{0}\right)$ then it will also be a characteristic number of the operator $U^{*}\left(\omega, t_{0}\right)$. Let $y_{1}(\hat{\vartheta}), \ldots, y_{m}(\hat{\vartheta})$ be independent characteristic elements of the operator $U\left(\omega, t_{0}\right)$. Then the necessary and sufficient conditions for the solvability of the equation (5.9) are the following $m$ relations

$$
\begin{equation*}
\left(b(\vartheta), y_{j}(\vartheta), t_{0}\right)=0 \quad(j=1, \ldots, m) \tag{5.10}
\end{equation*}
$$

We will omit the proof of this assertion. Making use of the last stated fact and of (5.4), we obtain the following result. Suppose that the operator $U\left(\omega, t_{0}\right)$ has a finite or a denumerable number of characteristic numbers $\rho_{j}$. Then one can construct for the operators $U\left(\omega, t_{0}\right)$ and $U^{*}\left(\omega, t_{0}\right)$ sequences of root elements $x_{j}(\boldsymbol{\theta}), y_{j}(\boldsymbol{\vartheta})$ such that they will satisfy the following conditions.

If $x_{j}(\vartheta)$ is a characteristic element, then

$$
\left(x_{j}(\vartheta), y_{\sigma}(\vartheta), t_{0}\right)= \begin{cases}1, & i=\sigma  \tag{5.11}\\ 0, & j \neq \sigma\end{cases}
$$

If $x_{j}(\vartheta), x_{j+1}(\vartheta), \ldots, x_{j+m}(\vartheta)$ constitute a Jordan chain ( $x_{j}$ is a characteristic element, while $x_{j+1}, \ldots, x_{j+m}$ are adjoining elements) for the operator $U\left(\omega, t_{0}\right)$, then the corresponding Jordan chain for the conjugate operator $U^{*}\left(\omega, t_{0}\right)$ will be $y_{j}(\vartheta), y_{j+1}(\vartheta), \ldots, y_{j+m}(\vartheta)$ and the next conditions will hold

$$
\begin{align*}
& \left(x_{j+k}(\theta), y_{j+m-\sigma}(\theta), t_{0}\right)=\left\{\begin{array}{lll}
1, & \sigma=k & \left(\begin{array}{l}
0 \leqslant \sigma \leqslant m \\
0, \\
\rho \neq k
\end{array}\right. \\
\left(x_{j+k}(\boldsymbol{\theta}), y_{\sigma}(\theta), t_{0}\right)=0 & (\sigma<i, \sigma>i+m)
\end{array}\right. \tag{5.12}
\end{align*}
$$

6. Let us construct $N(\varepsilon)$ particular solutions of the systems (1.2) and (4.2) $x_{j+k}(t+\boldsymbol{\theta}), y_{j+k}(t+\boldsymbol{\theta})$ which correspond to the $N(\varepsilon)$ characteristic numbers $\rho_{j}$ satisfying the conditions $\left|\rho_{j}\right| \geqslant \varepsilon$ ( $\varepsilon$ is any arbitrarily small positive number).

These solutions have the form

Here

$$
\begin{equation*}
\Phi_{j+k}\left(t_{1}, u(t)\right)=\frac{t_{1}^{k}}{k!} u_{j}(t)+\ldots+t_{1} u_{j+k-1}(t)+u_{j+k}(t) \tag{6.2}
\end{equation*}
$$

The vector-functions $u_{j}(t), \ldots, u_{j+k}(t), v_{j}(t), \ldots, v_{j+k}(t)$ have the period $\omega$.

If the adjoint elements do not correspond to the $\rho_{j}$, then $k=0$ in the solutions (6.1); if $m$ of the adjoint elements correspond to the $p_{j}$, then $k=0,1, \ldots, m$ in the formulas (6.1). If the relation (5.11) holds, then we have

$$
\left(\Phi_{j}(\boldsymbol{\vartheta}, u(t+\boldsymbol{\theta})), \Phi_{0}\left(\boldsymbol{\theta}, v^{\prime}(t+\boldsymbol{\theta}), t\right)= \begin{cases}1, & j=\sigma  \tag{6.3}\\ 0, & j \neq \sigma\end{cases}\right.
$$

If the relations (5.12) and (5.13) are valid, then we obtain

$$
\begin{gather*}
\left(\Phi_{j+k}(\boldsymbol{\vartheta}, u(t+\boldsymbol{\vartheta})), \Phi_{j+m-\sigma}(\boldsymbol{\vartheta}, v(t+\boldsymbol{\theta}), t)=\left\{\begin{array}{lll}
1, & \sigma=k \\
0, & \sigma \neq k
\end{array} \quad(\sigma, k=0, \ldots, m)\right.\right.  \tag{6.4}\\
\left(\Phi_{j+k}(\boldsymbol{\vartheta}, u(t+\boldsymbol{\vartheta})), \Phi_{j \sigma}(\boldsymbol{\vartheta}, v(t+\boldsymbol{\vartheta})), t\right)=0 \quad(\sigma<i, \sigma>i+m) \tag{6.5}
\end{gather*}
$$

We shall represent an arbitrary element $x(\boldsymbol{\theta})$ of the space $C_{-\tau 0}$ by means of the formula

$$
\begin{equation*}
x(\vartheta)=\sum_{j=1}^{N(\varepsilon)} a_{j} \Phi_{j}(\vartheta, u(t+\vartheta)) \rho_{j}^{\left(t_{0}+\theta\right) / \omega}+z_{t}(\vartheta) \tag{6.6}
\end{equation*}
$$

where

$$
a_{j}=\left(x(\vartheta), \rho_{j}^{-\left(t_{0}+\theta\right) / \omega} \Phi_{j}(\boldsymbol{\vartheta}, v(t+\boldsymbol{\vartheta})), t\right)
$$

if the formula (6.3) holds for the numbers $j$, and

$$
\begin{equation*}
a_{j+k}=\left(x(\theta), \rho_{j}^{-\left(t_{0}+\theta\right) / \omega} \Phi_{j+m-k}(\theta, v(t+\theta)), t\right) \quad(k=0, \ldots, m) \tag{6.7}
\end{equation*}
$$

if the formulas (6.4) and (6.5) apply for the elements numbered from $j$ to $j+m$. Then $z_{i}(\theta)$ in ( 6.6 ) satisfies the conditions

$$
\begin{equation*}
f_{j}\left(z_{t}(\theta)\right) \equiv\left(z_{t}(\theta) p_{j}^{-\theta / \omega} \Phi_{j}(\theta, v(t+\theta)), t\right)=0 \quad\left(j=1, \ldots, N^{\prime}(\mathrm{t})\right) \tag{6.8}
\end{equation*}
$$

It is not difficult to show that the representation (6.6) determines the $a_{1}, \ldots, a_{N}, z_{t}(\vartheta)$ in a unique way.

Evaluating the expression $d x_{t}(\hat{\theta}) / d t-P(t) x_{t}(\theta)$, and assuming that $x(0)$ has the representation (6.6), we obtain a system of differential equations in the variables $a_{1}, \ldots, a_{N}, z(\theta)$, which corresponds to the system (1.2)

$$
\begin{gather*}
\frac{d a_{j}}{d t}=\frac{1}{\omega} a_{j} \log \rho_{j}-a_{j+1} \quad(j=1, \ldots, N(e))  \tag{6.9}\\
\frac{d z_{t}(\theta)}{d t}=P(t) z_{t}(\theta), \quad f_{j}\left[z_{t}(\theta)\right]=0 \quad(j=1, \ldots, N(\varepsilon)) \tag{6.10}
\end{gather*}
$$

In equation (6.9) the last term $a_{j+1}$ will be absent if there are no adjoint elements that correspond to the element $j$; if to the $j$ th element there correspond $m$ adjoint ones, then the term $a_{j+1}$ will appear in all equations with numbers from $j$ to $j+m-1$, and it will not enter into the equation with the number $j+m$.

It is not difficult to show that if $z_{t}(\theta)$ satisfies the conditions (6.8), then the element $d z_{t}(\theta) / d t-P(t) z_{t}(0)$ will also belong to the subspace (6.8).

If one constructs the operator $U\left(\omega, t_{0}\right)$ on the subspace (6.8) for the equation ( 6.10 ), then one can easily convince oneself that its spectrum will contain all characteristic numbers $p_{j}$ of the operator $U\left(\omega, t_{0}\right)$ on $C_{-\tau 0}$, except the first $N(\varepsilon) \rho_{j}(j=1, \ldots, N(\varepsilon))$, which satisfy the condition $\left|\rho_{j}\right| \geqslant \varepsilon$. Therefore, the norm of every solution $z_{t}(\vartheta)$ of the equation ( 6.10 ) will decrease faster than the exponents $L \exp t / \omega \log \varepsilon$, where $\varepsilon<1$, while $L$ is some positive number.

Thus, we have arrived at the following result. In the space $C_{-70}$ one can find a periodically shifting $N$-dimensional basis $\{\emptyset(\vartheta, u(t+\boldsymbol{\theta})$ ) $\mathrm{p}_{j}{ }^{\left.\left(t_{0}+\theta\right) / \omega\right\}}$ such that in the $N$-dimensional space determined by this basis, the system (1.2) will describe an $N$-dimensional system of ordinary differential equations with constant coefficients (6.9).

Hereby, the indicated motion of the system (1.2), having the form of
that treated by Floquet, will be an asymptotical solution, when $t \rightarrow \infty$, of the system (1.2) in the entire space $C_{-70}$. The vanishing complement $z_{t}(\vartheta)$ of the finite-dimensional motion $\left\{a_{j}\right\}$ to the total motion $x_{t}(\vartheta)$ will remain for all $t>t_{0}$ in the linear subspace determined by the condition (6.8).

Thus the theory of Floquet for systems with time lag will always be valid in the asymptotic sense.

We note that the system of the root elements $x_{\sigma}(\theta)$, generally speaking, does not possess the property of completeness. In the work [5], Zamerkin gave an example in which an equation with periodic coefficients and with time lag has only one root element. This equation has the form

$$
\frac{d x(t)}{d t}=p(t) x(t-\tau), \quad \int_{-\tau}^{0} p(\xi), d \xi=0, \quad p(t+\tau)=p(t)
$$

It must, however, be recognized that the presence of a denumerable system of root elements for an equation of the type (1.1) is rather the rule than the exception. One can convince oneself of this through the consideration of systems with constant coefficients, or of systems with periodic coefficients which are near to constant ones.
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[^0]:    * This operator was used by Iu.M. Repin for the investigation of equations with constant coefficients [7].

